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Abstract— This paper proposes a novel shift-sum decoding
method for non-binary cyclic codes, which only requires finite
field operations but yields advanced decoding performance.
Using the cyclically different minimum-weight dual codewords
(MWDCs) and their proper shifts, a frequency matrix can be
obtained as a reliability metric for identifying the error positions
and magnitudes. By analyzing the statistical distributions of
the matrix entries, the rationale for the shift-sum decoding’s
advanced error-correction capability is revealed. Based on this
decoding method, a hard-decision iterative shift-sum (HISS)
decoding algorithm is first proposed. It can correct errors beyond
half of the code’s minimum Hamming distance. By further
utilizing the reliability information obtained from the channel,
a soft-decision iterative shift-sum (SISS) decoding algorithm is
then proposed to improve the decoding performance. Both the
HISS and the SISS algorithms are realized only with polynomial
multiplications and numerical comparisons, which are hardware-
friendly. To further improve the error-correction performance,
the HISS and SISS algorithms can be integrated in a Chase
decoding mechanism for handling the test-vectors. Simulation
results on Reed-Solomon (RS) and non-binary BCH (NB-BCH)
codes show that the proposed algorithms yield a competent
decoding and complexity performances in comparison with the
existing decoding algorithms.

Index Terms— Iterative decoding, minimum-weight dual code-
words, non-binary cyclic codes, shift-sum decoding.

I. INTRODUCTION

YCLIC codes, including Reed-Solomon (RS) codes and
C Bose-Chaudhuri-Hocquenghem (BCH) codes, are widely
used for data transmission due to their algebraic structure
which results in efficient encoding and decoding algorithms
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[3]. In particular, their encoding can be implemented by a
linear shift register circuit. For practical systems, syndrome
based decoding is applied, including the Berlekamp-Massey
(BM) algorithm [4], [5] and the extended Euclidean algorithm
[6]. These can correct errors up to half of the code’s min-
imum Hamming distance. Interpolation based algebraic list
decoding, or the so-called Guruswami-Sudan (GS) algorithm
[7], can correct errors beyond this limit with a polynomial-
time complexity. The decoding performance can be further
enhanced by the algebraic soft-decision (ASD) decoding,
or the so-called Kotter-Vardy (KV) algorithm [8]. By utilizing
the BM decoding output, Wu further proposed an improved
list decoding algorithm for both RS and BCH codes [9],
which exhibits a lower complexity than the GS algorithm.
However, in comparison to syndrome based decoding, the
complexity of interpolation based decoding remains high, lim-
iting its practical applications. Utilizing the soft information
obtained from the channel, Chase decoding [10], information
set decoding [11] and ordered statistics decoding (OSD) [12]
generate multiple decoding trials, yielding an enhanced decod-
ing performance but with a complexity that is exponential in
nature. Furthermore, integrating the KV algorithm into the
Chase decoding of RS codes was proposed in [13] and [14] to
reduce the decoding complexity. Recently, a low-complexity
Chase decoding utilizing the basis reduction interpolation
was introduced to reduce the decoding latency [15]. In [16],
a syndrome based fast Chase decoding was proposed to reduce
the decoding complexity from the Grobner basis perspective.
Based on the statistical distribution of the distance from code-
word estimates to the received information, several stopping
and discarding rules were presented to facilitate the OSD
algorithm [17].

Belief propagation (BP) is an efficient decoder with good
performance for low-density parity-check (LDPC) codes [18].
However, its error-correction ability falls short when decoding
cyclic codes since the parity-check matrix contains too many
short cycles. To alleviate the impact of short cycles, the
adaptive BP (ABP) algorithm [19], [20], [21] first performs
Gaussian elimination (GE) on the binary parity-check matrix,
eliminating some of the short cycles. This limits the prop-
agation of unreliable information during the BP iterations.
The ABP algorithm can help improve the reliability of the
received information. Algebraic decoding algorithms, e.g., the
BM or the KV algorithms, utilize this improved information
to produce an enhanced decoding performance. Recently,
the perturbation with scheduling [22] and the concatenation
with single parity-check codes [23] were proposed to fur-
ther improve the performance of the above mentioned ABP
algorithms. However, the GE process cannot be conducted
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in parallel, resulting in a high decoding latency. In order to
overcome this challenge, Halford and Chugg [24] proposed a
random redundant iterative decoding by utilizing a redundant
parity-check matrix and its permutation groups, while Hehn
et al. [25] introduced the multiple-bases BP (MBBP) algorithm
which utilizes several parity-check matrices for parallel BP
decoding. Integrating the above two approaches, Dimnik and
Be’ery [26] further presented an improved random redun-
dant iterative decoding, exhibiting a near maximum-likelihood
(ML) decoding performance for short cyclic codes.

In [27], minimum-weight dual codewords (MWDCs) are
utilized for decoding linear codes to correct errors beyond
half of the minimum Hamming distance bound. This idea has
also been applied to decode Reed-Muller (RM) codes, showing
that near-ML decoding performance can be achieved [28].
In [29], a novel concept of shift-sum decoding for binary cyclic
codes was proposed. It utilizes a number of cyclically different
MWDCs and their proper shifts to generate a reliability
measure which can be considered as the fundamental metric
for various decoding algorithms. The shift-sum decoding pro-
cess only requires polynomial multiplications and numerical
operations, which is of practical interest. It also allows the
information set decoding of BCH codes to achieve the ML
decoding performance [30]. Recently, the cyclic property was
also explored in [31] and [32] to construct a neural list decoder
for BCH and punctured RM codes.

In this paper, we generalize the idea of [29] to the non-
binary case, which is also motivated by its application to
channels suffering from burst errors. The main contributions
of this work are summarized as follows:

1) The shift-sum operation for non-binary cyclic codes is
first proposed. It utilizes a number of cyclically different
MWDC:s and their cyclic shifts. Each of them can produce
a syndrome polynomial whose coefficients indicate the
positions of errors (up to a cyclic shift) and their mag-
nitudes (up to a multiplication by scalar). By counting
the number of different coefficients at each position,
a frequency matrix is formulated to identify the erroneous
positions and their magnitudes.

2) The plausibility analysis of the shift-sum operation is
presented. It looks into the statistical distribution of
the frequency matrix’s entries. They are categorized
into four cases with characterizations of the probabil-
ity and expectation of their occurrence. It reveals the
rationale for the shift-sum decoding’s advanced error-
correction capability. Its application to binary cyclic
codes improves the recent results of expectation char-
acterization in [30] and matches with the numerical
results.

3) Based on the above analysis, a hard-decision iterative
shift-sum (HISS) algorithm is proposed. Further utilizing
the received soft information, a soft-decision iterative
shift-sum (SISS) algorithm is also introduced to improve
the decoding performance. The two decoding algorithms
only require polynomial multiplications, additions and
comparisons, presenting a hardware-friendly operation
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nature. The HISS and SISS algorithms are further inte-
grated into the Chase decoding to yield an improved
error-correction performance.

4) Simulation results for classical non-binary cyclic codes,
including RS and non-binary BCH (NB-BCH) codes,
show that the HISS and the SISS algorithms perform
better than the bounded minimum-distance decoding [4],
[5], and Chase decoding substantiated by the HISS and
the SISS algorithms can significantly outperform the ASD
algorithm [8]. It is also shown that for RS codes, the HISS
algorithm achieves the same decoding performance as the
GS algorithm [7], demonstrating its capability in correct-
ing errors beyond half of the code’s minimum Hamming
distance. Complexity analysis shows the advantage of
the proposed algorithms over two interpolation based
decoding algorithms, namely, Kotter’s interpolation [33]
and the basis reduction interpolation [34]. It is also
worthwhile to mention that so far, decoding of NB-BCH
codes has been sparsely reported in literature. This work
also provides some new performance insights for the
codes.

The rest of this paper is organized as follows. Section II
provides some preliminaries for non-binary cyclic codes.
Section III describes non-binary shift-sum decoding.
Section IV presents a plausibility analysis of the shift-sum
decoding. Section V introduces the proposed HISS and SISS
algorithms, together with their Chase-decoding based variants.
Comprehensive simulation results and complexity analysis
are presented in Section VI, followed by our conclusions in
Section VII.

II. BACKGROUND KNOWLEDGE

This section presents the definition of cyclic codes and its
encoding process. Let F, = {0¢, 01,...,04—1} denote a finite
field of size ¢ with a primitive element o, where o designates
the zero element. Let F,[z] denote the univariate polynomial
ring defined over IF,. For simplicity, we only consider codes
defined over finite fields of characteristic two with length n =
2% — 1, where s € Z*. Let C(2P;n, k, d) denote a cyclic code
defined over For with length n, dimension £ and the minimum
Hamming distance d, where p = 1,2,...,s. Note that when
p =1, C is a binary BCH code; when p = s, C is an RS code;
otherwise, C is an NB-BCH code. Its dual code is denoted as
Ct(2P;n,n — k,d*). Let

c=(co,C1,--5¢n_1) €C(2P;n, k,d) (1)

denote a codeword, which can also be written as a polynomial
c(x)=co+crx+ -+ cpga™ ! 2)

where c¢; € Fapr,Vj. In the following, both representations
will be interchangeably used to denote the same codeword.
Note that for any codeword c(x) € C(2P; n, k,d) and any dual
codeword ct(x) € Ct(2P;n,n — k,d+), we have

c(x)ct(z) =0 mod (z" —1). (3)
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The support of ¢ (or ¢(z)) is defined as

sup(c) = sup(c(x)) = {j | ¢; # 0,Vj}. )
The weight of ¢ (or ¢(z)) is
wi(c) = wt(c(x)) = |sup(c())]- (5)

Given a dual codeword ct(z) € C*(2P;n,n — k,dt),
it is called a minimum-weight dual codeword (MWDC) if
wt(ct(z))) = d*+.

Definition 1: For any two codewords c;i(z) and co(z)
of C(2P;n,k,d), they are cyclically different if co(x) #
aer(z)x™" mod (z" — 1),Vj,h € Z2. Otherwise, they are
cyclically equivalent.

Encoding of cyclic codes can be realized by its generator
polynomial g(z), where g(z) € Fap[x]. Given a message
polynomial

f@)=fo+ fiz+ -+ fr_1a" ! (6)

and f(z) € Fap[z], the corresponding codeword polynomial
c(x) is generated by

o(x) = f(x)g(x). )

In this paper, two classical non-binary cyclic codes are consid-
ered, namely, RS codes and NB-BCH codes. Their generator
polynomials are described as follows.

For an RS code C(2%;n,k, drs), where drs = n — k + 1,
its generator polynomial ggrs(x) is defined as

drs—1 )
grs(z) = H (x — o). (8)
j=1
Its dual code is also an RS code C*(2°;n,n — k, dgg), where

dgs = k + 1.

NB-BCH codes can be regarded as the sub-field sub-codes
of RS codes [3]. Let the cyclotomic cosets be K; = {j-
(27)" mod n,i = 0,1,...,2 — 1}. It can be seen that for
J1,J2 € {O, 1,... ,n—l}, either Kj1 = sz or Kj1 ﬁsz = 0.
The cardinality of K; satisfies |K;| < 2 and [Ko| = 1. The
generator polynomial gnppcu(z) is defined by

gNB-BCH(l‘) = H(x - @2)7 9
iek

where C is a union set of several distinct cosets K; and
gnBBcu(z) € Fap[z]. The NB-BCH code has length n =
2% — 1, dimension k = n — deg gnp-pcu(z) and its designed
minimum distance is dnp.gcu if gnsscu(2) has dnpscn —
1 consecutive roots over Fas. With different choices of /C,
we can construct different NB-BCH codes with different
parameters and properties.

III. THE SHIFT-SUM OPERATION

This section proposes the shift-sum operation for decoding
non-binary cyclic codes. It utilizes a number of cyclically
different MWDC:s to create a frequency matrix for determining
the error positions and their magnitudes.

Let £ = {ej,€ea,...,e;} denote a set of T error positions
and its complementary set is £¢ = {0,1,...,n — 1}\&. Let

€e, further denote the error magnitude at position e;, where
€e; € Fop\{0} and i = 1,2,...,7. The error polynomial can
be written as

e(r) = €e, 2% + 6,7 + -+ -+ £ 2. (10)

Therefore, as a result of transmitting a codeword c¢(z) € C
over a channel, we receive at its output

r(z) = c(z) + ()
=ro4+ric+---Frp_z" L

(11)
Let

B(x) = By, 3™ + B,a® + - + By, alat

denote a codeword polynomial of dual code C*(2P;n,n —
k,d*). Based on Section II, it is an MWDC. The support of
this polynomial is sup(8(z)) = {b1,ba,...,bs1}. Since the
dual code is also linear and cyclic, we can assume w.l.0.g. that
By, =1 and by =0, i.e,

ﬁ(.%‘) =1+ 5b2$b2 4+t 517(“.%'[)‘“.

12)

(13)
Since

c(x)B(z) =0 mod (z" — 1), (14)

the syndrome polynomial w(z) that is associated with the
received word polynomial r(x) is defined as

w(x) = r(z)b(x)
= (c(z) +&(2))B(2)
=¢e(z)B(x) mod (2" —1).

The polynomial w(x) can also be written as in (16), shown
at the bottom of the next page, where the exponents are
calculated mod n. It can be seen that w(x) breaks down
into d* cyclically equivalent error polynomials. Any non-zero
coefficient of w(z) is an error at its original position or a
scalar error at its shifted position. Multiplying w(x) by %
we can restore the h-th such polynomial to its original form
e(x), where h € {by,ba,bs,...,bs1} denotes the shift. As a
result, d- syndrome polynomials

l‘_h’

=@

can be obtained. Note that wo(x) = w(z) and h € sup(S(x)).
Assume there are L cyclically different MWDCs in C*,
which are written as

BO@) =1+ a4 gy ate, o a8)

where £ = 1,2,...,L. Similar to (15), each of them can
produce a syndrome polynomial w()(z) as

0O () = r(2)30(2)
=¢(2)8¥(z) mod (z" —1). (19)

With d* cyclic shifts of all 3(¥)(x), Ld" syndrome polyno-
mials can be generated by

15)

wp(x) (17)

—h
L L n
wy (@) = (@) (@) mod (=" ~ 1)
B,
= w,(f% + w,(f)la: + -+ w}(f’)nflx"_l, (20)
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where h € sup(3)(z)). Note that for each £ € {1,2,..., L},
h € sup(p¥(x)) and j € {0,1,...,n — 1}, the coefficient
wy, 5 is determined by

0 _ 1 ¢
hj — W Z /6'72 )T(j+h—u) mod n- (21)
b ugsup(8® ()
Based on (16), it is realized that the value of w}(f} can be

regarded as an indicator for the error position and its mag-
nitude. In order to characterize the value of wﬁf}, we further
introduce function T'(¢, 4, j,h) as

T(£7i7j5 h) = {
wl(leire i =0,1,...,2P — 1. The main idea is to be based on
‘

wy, and on the frequency count of each element o; at position
7. This frequency is denoted by

$ij = XL: >

¢=1 hesup(8(4) ()

1, if wy) = o, )

0, otherwise,

T(i,j,h), (23)

which is a statistical measure over all Ld* syndrome polyno-
mials. Note that the summation is performed over the integer
domain. Since cyclic shifts and summations of T'(¢,4, 7, h)
play such a central part in the proposed decoding method,
it is named the shift-sum operation. Let ® further denote the
frequency matrix with entry ¢; ; as

$0,0 ®o,1 b0,n—1
®1,0 $11 $1n-1
® = . . . (24)
Gar—10 G211 $or—1n—1
Note that for each column j € {0,1,...,n — 1} of ®,
2P 1
(25)

Z ¢ij = Ld*.
=0

Entry ¢; ; can be categorized into two classes, i.e., {¢o ;, Vj}
and {¢; ;,Vjli # 0}. On one hand, ¢ ; can be regarded as
an indicator to determine whether ; is erroneous. A smaller
value of ¢g ; means that r; is more likely to be erroneous.
Alternatively, due to (25), a larger value of ¢;; (i # 0)
also indicates r; is erroneous with an error magnitude of
o0;. Therefore, ¢; ; can be considered as a reliability metric
for identifying the error positions and magnitudes. This is
an important observation that will be used in the iterative
decoding introduced in Section V. The following example
demonstrates the property of ¢; ;.
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Example 1: Given an RS code C(8;7,3,5),! assume code-
word polynomial ¢(x) = af + a*z + a*2? + 32 + ab2° +
o328 is transmitted and the received polynomial is 7(x) =
ab + oz + ata? + adx® + o320, There are five cyclically
different MWDCs in C*, whose polynomial expressions are

A ()
B (z) =1+ z + 2% + 25,
B3 (x) =1+ a?2? + o®2® + axf,

BB (z) =1+ o’z —|— atz? + adad,
BO)(z) =1+ a’2? + o’z + ab2b.

For ¢ = 1, the coefficients wﬁf)

=14 az+ad’z +a2x6

are listed as follows.

e h =0 : w(()lg = ozw(()lf (1) = (=

= Lwy, = a,wy3 =
ob w(()li =« w(()lg =af wélg =1.

e h =1: w% = af w(ll) = 1w§12) —a4wf§ =
1 w%li =a° w§1) o ,wg}g =1.

e h =2 wgo = oﬂwé)li = l,wég = ag,wég =
a,wéﬁ = az,wé,lg = a3,w$25 =a?

e h =6 wéﬁg = o’ wéll) = aﬁ,wé)l% = a5,w(1) =

a wéi—a wélg—a wélﬁ)—a

Similarly, for £ = 2, the coefficients w( ) are listed as follows.

e h=0:w)=1uw) =a%w e Lw) = 0,wl!)

Wy = L, Wo,3 =Y, Wy 4 =
a? w(glg:a wélg—a
e h =1 : “3 = 2wl = 1l = 00y =
a? wﬁi-a wglg—a (1) =1.
1 1 1 1
.h:3;ggfoéifawéézaﬁ,wé,éz
af wl) = Lwi) = o,y = 1.
. h = 6 . wél()) - QG,wélf = lth(}TQ) - 042,1116(32 =
l,wé?) Owélg—a wélg—a

For the remaining three MWDC polynomials, the coefficients
w}(f; can also be determined through the same process. After
performing the shift-sum operations over all the MWDC

polynomials, the following frequency matrix is obtained as

5 1 4 45 1 4
310221 15
2 1 322 1 1
s_[3 1 11222
1 2 443 2 2
2 2 22 2 10 2
1 2 323 1 2
3 1 132 2 2

It is assumed that Fg is defined by the primitive polynomial
a3 + a + 1. Moreover, let Fg = {00701,02,0'3,0'4,0'5,0'6,07} =
{0,1,a,03,a2,a8,a%,a’}.

e(x) + ﬁbzmb%(a?) +

= £, + e,z 4 -

w(z) =

+b +b
ﬁde ey TV + &Ru e

b1
.. _|_ Bde xrd
+ e 7+
ﬂb2€€1 x61+b2 + ﬂb2662$e2+b2 4+

e(z) mod (z" —1)

4b
+6b2867‘re + 2+

+ By, € a Flat, (16)
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Note that 21'7:0 ¢ij = Ldt = 20,Vj. It can be observed
that ¢;1 = 10 and ¢55 = 10, which are the largest values.
Therefore, we can consider symbols r; and r; are more
likely to be erroneous. The corresponding error magnitudes
are 0, = 1 and o5 = b, respectively. Consequently, the error
polynomial is e(x) = x + a®x°. The codeword polynomial
can be recovered by ¢(z) = r(z) — (). Furthermore, it can
be seen that ¢o1 and ¢g5 are smaller than the rest of the
entries in the first row. This also implies that r; and r5 are
more likely to be the erroneous symbols. [

IV. PLAUSIBILITY ANALYSIS

This section provides the plausibility analysis of the pro-
posed shift-sum operation, which looks into the statistical
distribution of the frequency matrix’s entries. In particular,
given 7 errors, the expectation of ¢;; at the erroneous
and non-erroneous positions are characterized. We will first
conduct this analysis on non-binary codes, followed by its
simplification to binary case. This analysis improves the results
given in [30].

A. Non-Binary Codes

Since each of the syndrome polynomials ’LU{L(:E) contributes
equally to the frequency matrix, we will simply notate them
as w(z) = Z?:_[)l w;x? in the following analysis. Moreover,
we write out () as e(z) = Z;L ~, e;a7. Based on (15) and
(16), its coefficient w; can be written as

W =€ + Boy€j—by + Bos€j—bs + -+ B, €j—p,., (26)
where the subscripts of ¢ are calculated mod n. The plausi-
bility analysis aims to determine the probability of w; being
€; when j € £, and the probability of w; being zero when
j e &

Let &y, € Fou\{0} for m € Z*. We define A; as the
probability of an:l & being nonzero, i.e.,

API‘(ifm#O),
m=1

where ¢ € ZT. Note that the summation of &, is performed
over Fyp. The following lemma characterizes A;.

Lemma 1: Suppose &, is uniformly drawn from Fa»\{0}.
For t € Z1, we have

27)

1+1( 1
20 20 72P — 1

A =1 ) =1L (28)

Proof: If Zm 1&m —tolbased on £t+1 #0, Z’;—fll m

0. This means that Pr(3 071 ¢, 75 0\ S & =0)=1

Otherwise, if Zm 1&m # 0, Zm 1&m = 0 if and only

if Zm 1&m = —&41. Since §t+1 is uniformly drawn from
1 P

For\{0}, Pr(325,01 €m # 01 X252y €m # 0) = 3573 There-

fore, based on the law of total probability, the relationship

between A; and A;yq is

At+1
t+1

éPr(ZgMAo)

m=1
t+1

re(p el S ) v (o)

Pr(zgmﬂ\zgmﬂ) Pr(z&n#o)

2r — 2
=(1-A)+ ﬁAt.
The above equation can be manipulated as
2 —1 1 2P —1
i )

At+1 - t

Hence, {A; — QP L Wt} forms a geometric sequence. With the
initial condition of A; = 1, we can obtain (28). |

Based on (22) and (23), frequency matrix entries ¢; ; can
be categorized into the following four cases based on their
positions and the corresponding values. The probability and
expectation of these cases occurring are analyzed accordingly.
During the analysis, error magnitude ., is assumed to be

uniformly drawn from Fo»\{0}, where m =1,2,...,7
Case 1: Let j € & and w; = ¢; # 0. In this
case, for the erroneous positions j, w; = ¢4, and hence

Z;i::z Bb,.€j—b,, = 0. The probability of this event occurring
is analyzed as follows. Suppose there exist ¢ (at most 7 — 1)
nonzero values among &;_p,,€;—by,---,Ej—b,, - Lhe other
7 — 1 — ¢ nonzero values would appear in the remaining ¢;.
They do not affect the value w;. Since (3, # 0, there exist
t nonzero values 3,,,€;_sp,, in the summation, which are also
uniformly drawn from F2»\{0}. Based on Lemma I, the sum
of probabilities of €;_3 . s, for which the weighted sum is
. d*+ dt—1\ (n—d*
nonzero, i.e., Y v o B, Ej—b,, # 0, are A (“ 1) (IT1,).
Since one error has occurred at position j, the remaining
7 — 1 errors should appear at the other n — 1 positions,
resulting in (Z:}) possibilities. Consequently, the probability
of Case 1 occurring is

dt—1\ (n—d*
t 1 At( t )(Tflft)
n—1 ’
(T—l)
where t <dt —land7—1—t<n—d+. Ranging over all
MWDCs and their cyclic shifts, the expectation of ¢; ; is

Eq [ 5]7]

where j € £ and i = arg; {0y =¢;}.
Case 2: Let j € £ and w; # ;. In this case, for the erro-

Pi(r)=1-

(29)

= Ld* - Py(7), (30)

1
neous positions j, w; # €;, and hence anZQ B, Ej—by 7 0.
Since w; € Fop\{¢;}, similar to Case 1, the probability of
Case 2 occurring is

S 1 gL
1 t:l1 Ay (d t 1) (:Lfldft)

>l (=) |

Py(1) = 3D
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Fig. 1. Plausibility analysis of the non-binary codes.

where t < d+ —1and 7 — 1 —t < n — d+. Therefore, the
expectation of ¢; ; is

Ea[¢i ;7] = Ld* - Py(7), (32)

where j € £ and i € {i' | oy # €;}.

Case 3: Let 7 € &° and w; = 0. In this case,
for the non-erroneous positions j, w; = 0, and hence
Zf::Q Bb,.€j—b,, = 0. Note that in this case, ¢; = 0.
Assume that there are ¢ (at most 7) nonzero values among
€j—bysEj—bgs---+Ej—b,, - Based on Lemma 1, the sum of
probabilities of ¢;_;, ~ for Zi;g B, €j—b,, being nonzero
are A; (st_l) ("T:dtl ) Meanwhile, 7 errors should occur at
the remaining n — 1 positions, resulting in (") possibilities.
Therefore, the probability of Case 3 occurring is

dt—1\ (n—d*
S A )
(n—l) )
T
where t < d+ — 1 and 7 —t < n — d*. Consequently, the
expectation of ¢; ; is

Es[¢i;|7] = Ld* - P3(7),

Py(r) =1~

(33)

(34)

where j € £ and i = 0.
Case 4: Let j € &° and w; # 0. In this case,
for the non-erroneous positions j, w; # 0, and hence
€
S Bun€jb,, # 0. Since w; € Fa\{0}, the probability
of Case 4 occurring is

1 ) Zt;l Ay (d t_l) (n‘l'_—dt )
- 2w _ 1 (nfl) )

T

Py(7) (35)

where t < d+—1 and 7 —t < n—d=. Finally, the expectation
of ¢i,j is

Eal¢i | 7] = Ld*™ - Py(7),

where j € £¢ and ¢ # 0.

Example 2 Continuing from Example 1, we know & =
{1,5} and &° = {0,2,3,4,6}. Therefore, ¢ 1 and ¢5 5 are
categorized in Case 1, while {¢; 1|Vi}\¢1,1 and {¢; 5|Vi}\ds5 5
are categorized in Case 2. Similarly, ¢¢ 0, ¢0.2, ¢0,3, ¢0,4 and

(36)

¢o,6 are categorized in Case 3, while the remaining elements
are categorized in Case 4.
Remark 1: For Case 1 and Case 2, we have

Pi(r)4+ (2P —1)Py(1) =1 (37)
and
E1[¢i4l7] + (2F — 1)Ea[¢y|7] = Ld*. (38)
While for Case 3 and Case 4,
Py(1)+ (2P = 1)Py(1) =1 (39)
and
Esi5|7] + (27 — DEa[gi 7] = Ld™. (40)

Both (38) and (40) vindicate the conclusion of (25).

Fig. 1 shows plausibility analysis of two non-binary cyclic
codes, the RS code C(16;15,5,11) and the NB-BCH code
C(4;63,27,21). Their dual codes are RS code C(16;15, 10, 6)
and NB-BCH code C(4;63,36,14), respectively. The analyt-
ical results are compared with the average values (AV) that
were obtained through simulations by running 10 000 decod-
ing events for each 7. These average values are denoted as
AV, [¢i,j|7—]’ AVQ[(ZSZ'}le], AVg,[(bl’J‘T] and AV4[¢Z‘J|T} for the
four cases, respectively. Note that we have used 335 and
180 cyclically different MWDCs for the RS and NB-BCH
codes, respectively. It can be seen that our characterizations on
the expectations of ¢; ; match well with the simulation results.
The discrepancy between E;[¢; ;|7] and Eo[¢; ;|7] yields the
capability on distinguishing the most likely error magnitude
and the other elements at the erroneous positions. Similarly,
the discrepancy between Es[¢; ;|7] and Ey[¢; ;|7] yields the
capability on determining the non-erroneous positions. Fig. 1
shows that for the RS code, when 1 < 7 < 7, Eq[¢; ;|7] >
EQ [¢i,j|7] and E3 [qbi’j |T] > E4 [gbi’j |7’] While for the NB-BCH
code, this property holds for the region of 1 < 7 < 13. These
results reveal that even when the number of errors is greater
than half of the code’s minimum Hamming distance, it is
still possible to utilize ¢; ; to identify the erroneous positions
and further correct the errors. This observation vindicates
the shift-sum decoding’s advanced error-correction capability.
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On the other hand, the discrepancy between E;[¢; ;|7] and
Eo[¢i ;|7] (or Es[¢; ;7] and E4[¢; ;|7]) is very large for a
small number of errors. It guarantees errors to be corrected
since the erroneous positions can be determined uniquely.
In the opposite, the discrepancy reduces as the number of
errors increases, making it less confident to identify the error
positions. An iterative shift-sum decoding would be necessary,
in which the most likely errors can first be corrected. By iter-
atively reducing the number of errors in the received word
polynomial r(z), the discrepancy will increase again. The
shift-sum decoding is then capable to correct errors beyond the
above half distance bound. This leads to the iterative shift-sum
decoding which will be described in the next section.

B. Binary Codes

We now apply the above analysis to the case of binary cyclic
codes. For this case, the error polynomial is

n—1

e(z) = Z g1l
=0

where ¢; = 1if j € £ and ¢; = 0 if j € £°. Meanwhile,
the dual codeword polynomial of (13) with weight d* can be
simplified into

(41)

Blz) =14z 4 + gbat. (42)

Therefore, coefficients of the syndrome polynomial w(x)
become

Wj = €j + Ejby F oo+ Ejb, s 43)

where the subscripts of € are calculated mod n and w; is
either 0 or 1.

Recently, a plausibility analysis of the shift-sum decoding
for binary BCH codes has been presented in [30]. Given 7
errors, the expectation of wt(w(x)) is

i gL
o n Z::l,t is odd (dt ) (nf—dt )

E[wt(w(2))] = o)

where ¢ < d+ and 7—t < n — d*. Let ¢ and ¢° denote the
frequency of one among all coefficients w; for j € £ and
j € &°, respectively. Their expectation can be determined by
[30]

) (44)

_ Efwt(w(@))

Eq[¢°|7] - L (45)

and
(@ = 1) E[wt(w())]

n—rT

Eo[¢f|7] =

L, (46)

respectively. However, as Fig. 2 shows, these characterizations
deviate from the simulation results as 7 increases. The accu-
racy can be improved by degenerating the above non-binary
analysis to the binary case. Note that in case of binary codes,
the definitions of ¢° and ¢° are equivalent to Case 1 and
Case 4, respectively.

Corollary 2: For binary codes, i.e., p =1, A, = 1if tis
odd while A; = 0 if ¢ is even.

300

= Eo[¢r]
o Eo¢r]
Ei[¢|7]
=== Ey¢ir]
= AV[¢i]
O AV[r]

200

150
100 . .

50

Fig. 2. Plausibility analysis of the BCH code C(2;63, 24, 15).

Therefore, when j € € and 0; = w; = 1, (30) is simplified
to

E1[¢°|7] £ Eq[¢i

7]
I G [l
(-1
When j € £° and 0; = w; = 1, (36) becomes
1 n—dt
Ztisodd (d t 1)( ‘r:it ))
(") '

— Ld* - (1 )). (47)

Ey[¢°|7] & Ey[ps ;|7] = Ld* - (
(48)

Fig. 2 shows the plausibility analysis of the binary BCH
code C(2;63,24,15), whose dual code is also a BCH code
C(2;63,39,8). There are L = 35 cyclically different MWDCs
with d+ = 8. The average values of ¢¢ and ¢°, denoted as
AV[¢®|7] and AV[¢°|7], respectively, were obtained through
running 10 000 decoding events for each 7. It can be seen
that Eq[¢°|7] and Eq[¢°|7] deviate from the empirical results
as 7 increases. This is because the plausibility analysis of
[30] is reached based on a coarse estimation of the weight of
w(x). Instead of directly computing wt(w(z)), our analysis
derives the expectation of coefficient w; being nonzero for
erroneous and non-erroneous positions, respectively. There-
fore, our characterizations of E1[¢°|7] and E4[¢°|7] match well
with the simulated AV[¢°|7] and AV [¢°|7], respectively. These
characteristics improve over the results of [30], i.e., Eqo[¢®|7]
and Eg[¢°|7].

V. ITERATIVE SHIFT-SUM DECODING ALGORITHMS

This section first proposes two iterative decoding algorithms
based on the above shift-sum method. They are the HISS
and the SISS algorithms. By further integrating into the
Chase decoding, the HISS or SISS algorithms can be utilized
to decode the test-vectors, resulting in an enhanced error-
correction capability.

A. The HISS Algorithm

The shift-sum decoding yields a reliability measure by mul-
tiplying the MWDCs and their cyclic shifts with the received
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word polynomial r(x), and further counting the frequency of
the coefficients at each position. This measure can be utilized
to determine the error positions and magnitudes so as to update
r(x) and reduce its containing errors. This process will be
iteratively performed until a codeword is found (the errors in
r(x) have been removed), or the maximum iteration number
Ihax 1s reached.

With the above mentioned shift-sum decoding, the reliability
measures ¢; ; can be obtained. Since o9 = 0, Ef)‘ =
o0 indicates position j is correct and v1ce versa. Based on (25)
a smaller ¢ ; implies a larger Zzzl ®;,j, which implies that
the original errors and the shifted scalar multiples are likely
to occur at position j. Therefore, r; is more likely to be a
corrupted symbol. The HISS algorithm will iteratively modify
r(z) by determining the possible error positions and magni-
tudes at each iteration. At the beginning, ¢¢ 0, ¢0.1,- - -, ®0,n—1
are sorted in an ascending order, yielding a new sequence

g6 a0, 3D, such that

< <o < :
Pog0 S Doy S S by 00

Secondly, let ¢; = max{¢,; | ¢+ = 1,2,...,2° — 1} and
Yj = Om,, Where m; = argmax;{¢; ; | Vi, i # 0}. Note that
a larger ; also indicates that position j is more likely to be
erroneous and -y; would be the corresponding error magnitude.
By sorting g, ¢1, - - .,cpn 1 in a descending order, we can

obtain another sequence ]0 , ]§2), cey j,(i)l such that

(49)

P Z i@ 2 Z e (50)
By introducing A as a positive integer, the followmg two
index sets can be defined as AM = {355 o '(1), e A 1} and
A®) = {j(()z),jiz), . ,]/\ 1} Further let A = A N A®)
denote the index set of the updated positions in r(z). The
received polynomial r(z) is iteratively updated as

r(z) —r(z) = (), (51)

where

z) =Y omal € Fa(z) (52)

JEA

is the corresponding updated polynomial. Since A > |A], A
can be regarded as an upper bound on the number of updated
positions of r(z) in one iteration. If r(z) € C(2P;n,k,d),
a codeword is found,? and the HISS algorithm will terminate
and output 7(z). Otherwise, the shift-sum decoding will be
performed to recalculate ¢; ; and determine the newly updated
polynomial (). The decoding continues until a codeword is
found or the maximum iteration number I, is reached. The
HISS algorithm is summarized in Algorithm 1, where r(z) is
first checked to see whether it is a valid codeword before the
iterative decoding.

Remark 2: The HISS algorithm requires only polynomial
multiplications and integer comparisons, which is of prac-
tical interest. Note that the HISS algorithm exhibits some
similarities to the symbol flipping decoding of non-binary
LDPC codes [35], as they both reach parity-check conditions

20f r(2) 3O (x) =0 mod (¢ — 1) for any £, r(zx) € C(2P;n, k, d).

987

Algorithm 1 The HISS Algorithm
Input: 7(z), 8 (x) for £ =1,2,..., L, Inas A
Output: r(z) € C(27;n, k,d) or a decoding failure;
1: If r(x) € C(2P;n, k, d), terminate and output r(z);
2: For I =1 to I

3:  Initialize ¢; ; = 0,V(4,);

4: Fori{=1to L

S: For j=0ton—1

6: For h € sup(3)(z)) do

7: Determine w}(ﬂ as in (21);

8: Determine ¢; ; as in (22) (23);
9: End For

10: End For

11: End For

12:  Determine A and ~(x) as in (52);

13:  Update r(x) « r(z) — v(z);

14:  If r(z) € C(27;n, k,d), terminate and output r(x);
15: End For

16: Return decoding failure.

for the iterative decoding. In particular, the HISS algorithm
utilizes A and A to identify the updated positions and
their corresponding magnitudes, while the symbol flipping
algorithm determines the updated positions based on the
extrinsic information that is calculated from the parity-check
equations.

B. The SISS Algorithm

With codeword ¢ = (co, c1, .. ., ¢,—1) being transmitted, let
r=(ro,r,...,rn—1) € R™ denote the received symbol vector.
By assuming Pr(c; = 0;) = 35, an a posteriori probability
(APP) matrix IT € R2"*" can be observed, where its entries
are denoted as

T4,5 = PI’(C]' = 0; | I’j),

(53)

where 0 < ¢ < 2P — 1 and 0 < 57 < n — 1. Note that
>oimij = 1,Vj. Let 7 = max{m; ;.Vi}. The reliability of
each hard-decision received symbol 7; can be defined as

i (54)

For the HISS algorithm, coefficient w( ) contributes 1 to the
frequency matrix as (22) shows, hnntlng the error-correction
performance. The SISS algorithm aims to utilize the soft infor-
mation obtained from the channel to enhance the decoding
performance, in which an improved weight is determined for
wg; Inspired by the BP decoding of LDPC codes [18], we can
utilize the soft information of received symbols r; which are
involved in computing wfl) Based on (21), the value of w(z)
depends on (1 p—y) mod n, YU € sup(8)(z)). Rather than
setting it to 1 as in the HISS algorithm, we can define the
contribution of w,(f; to the frequency matrix as

(&) ;
.= min W —u) mod ns (55)
h,j wesup(3O (2)) (j+h—u) d
j#(j+h—u) modn
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where j # (j+h—u) mod n means that the soft information
of r; is not considered for the weight. Note that it can be
simplified into & # u. The definition of C,(f; can be regarded

as the extrinsic information of w,(f; obtained from the /-th
MWDC and its h-th cyclic shift. With the MWDCs () (z),
the frequency metrics ¢; ; can again be determined as in (23),
where its function T'(¢, 1, j, h) is redefined as

‘ [
C( ) ()

h,j° if wh,j = 04,

: (56)
0, otherwise.

T, i,5,h) = {

Note that all of ¢;; are real number. Similar to the HISS
algorithm, the SISS algorithm determines the updated set
A and the updated polynomial ~(x) so as to refine the
received word polynomial r(z) iteratively. With the modifi-
cation of T'(¢,4,7,h) as shown in (56), the SISS algorithm
can determine the erroneous positions and magnitudes more
precisely, yielding a significantly improved decoding per-
formance. We will discuss more on this in the section of
simulation results.

Remark 3: Similar to the HISS algorithm, the SISS
algorithm is realized with polynomial multiplications and real
number comparisons, which is also hardware-friendly.

C. Chase Decoding

In order to further improve the decoding performance,
Chase decoding [10] can be employed, in which the
above mentioned HISS or SISS algorithm is utilized to
decode the test-vectors. Based on matrix II, let mg. =
arg max; {m;;} and m} = arg Max; ;i {7ij } the two most

likely decisions for r; are

I _ o _
Tj = Omi and r; = Ol 67

Sort the reliability w; of (54) in a descending order, yielding
a new symbol index sequence jo, ji, ..., jn—1- It indicates

Wio > Wi, > 2 Wi 1 (58)

The decision on r; is more reliable if w; is greater,
and vice versa. By identifying 7 unreliable symbols, the
reliable symbol index set © = {jo,j1,...,Jn—pn—1} can
be defined. Subsequently, its complementary set ©° =
{Jn=nsJn—n+1,- -, Jn—1} contains the index of the unreliable
symbols, and |©¢| = . Two decisions can be chosen for each
of the 7 unreliable symbols. Consequently, 27 test-vectors can
be formulated, which are denoted by

vy = (g ) 69)
where v =1,2,...,2" and
} L if je®
T’§U) _ T_Ijv I 1 ] ; (60)
rjorry, if j € ©°

For each test-vector r,,, the proposed HISS or SISS algorithm
can be utilized to decode. Since all test-vectors can be decoded
in parallel, this Chase decoding not only yields an improved
error-correction performance, but also maintains a low decod-
ing latency. Note that if the decoding yields multiple codeword
candidates, the one whose modulated symbol sequence has

the minimum Euclidean distance to r will be chosen as the
output. Substantiated by the HISS and the SISS algorithms,
these two Chase decoding are further named as the CHISS
and the CSISS algorithms, respectively.

Remark 4: In order to ensure the accuracy of the deter-
mined erroneous positions and magnitudes, a sufficient number
of cyclically different MWDCs are needed. In this paper,
we utilize the Lee-Brickell algorithm [36] to formulate a
heuristic search of the MWDCs as follows. By randomly
generating an error vector ¢ of weight less than or equal
to d+, the Lee-Brickell algorithm seeks a codeword whose
Hamming distance to ¢ is minimal. If a nonzero codeword
is found, we check whether its weight is d+ and whether it
is cyclically different from the earlier found codewords. The
process continues until a sufficient number of the cyclically
different MWDCs are found. However, except for the RS
codes, the number of cyclically different MWDCs for most of
cyclic codes is unknown. Given an RS code C(2°%;n, k, dgs),
it has [37]

>

j|GCD(n—k—1,n)

1 "y n/j
Lgs @(J)<(n_k_1)/j) (61)
cyclically different MWDCs, where ¢(+) is the Euler’s totient
function and GCD(n—k — 1,n) denotes the greatest common
divisor (GCD) between n — kK — 1 and n. To the best of
our knowledge, a systematic and efficient construction of all
cyclically different MWDCs is yet to be developed.

VI. SIMULATION RESULTS

This section presents the simulation results of the proposed
algorithms over three conventional channels, i.e., the memo-
ryless (Q-ary symmetric channel, the additive white Gaussian
noise (AWGN) channel and the Rayleigh fading channel. The
latter two cases use the binary phase-shift keying (BPSK) mod-
ulation. The HISS and the SISS algorithms with a maximum
iteration number of I« are denoted as HISS (Ij,x) and SISS
(Imax ), Tespectively. For each iteration, the maximum number
of updated positions is set as A = | 4]. Moreover, the CHISS
and the CSISS algorithms are denoted as CHISS (Inax,7)
and CSISS (Inax,7), respectively, where n is the number
of unreliable symbols. Note that as we have pointed out by
Remark 4, finding the cyclically different MWDCs remains
heuristic for most cyclic codes. This would be even more
challenging for long codes. Hence, we have only simulated
short codes to demonstrate the decoding effectiveness of the
proposed algorithms. In the following discussions, the coding
gains are evaluated at the decoding frame error rate (FER)
of 1074,

A. Memoryless Q-Ary Symmetric Channel

The @-ary symmetric channel with an error probability of p
is defined by taking a @-ary symbol as its input and outputting
either the unchanged input symbol with a probability of 1 —p
or one of the other () — 1 symbols with a probability of &.
During the simulations, we use ) = 2P. For this channel,
the performance of the HISS algorithm can be obtained in
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Fig. 3. Decoding performance of the HISS algorithm over the Q-ary symmetric channel.
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Fig. 4. Plausibility results of the non-binary codes over the AWGN channel.

a semi-analytical manner. Let M (7) denote the number of
simulated events with 7 errors and F'(7) denote the number of
decoding failures among M (7) events. With this information,
the decoding FER can be determined by’

FER(p) =3 5 ()

Fig. 3 shows the HISS decoding performance of the RS code
C(16;15,5,11) and the NB-BCH code C(4;63,27,21) with
Inax = 10. For the RS code, the BM algorithm can correct up
to five symbol errors, while the GS algorithm can correct at
most seven symbol errors with an interpolation multiplicity
of eight [7]. For the HISS algorithm, L = 335 cyclically
different MWDCs of weight d- = 6 are utilized. Note
that (61) can validate the number of all cyclically different
MWDCs for the RS code C(16;15,5,11) is 335. Fig. 3(a)
shows that the HISS algorithm performs the same as the
GS algorithm, outperforming the BM algorithm by a factor
of 100 in the FER. During the GS implementation, when
the output list contained several candidates with the same

(62)

3Note that we can only simulate several important values of 7 to obtain the
FER performance since the small-weight (or large-weight) errors are obviously
correctable (or uncorrectable). This can significantly reduce the simulation
time.

Eb/NO (dB)
(b) NB-BCH code C(4;63,27,21)

Hamming distance to r(z), a random one was selected. For the
NB-BCH code, the BM algorithm can correct up to ten symbol
errors. We have found 180 cyclically different MWDCs with
weight d- = 14. Note that this may not be the total number
of MWDCs for the NB-BCH code C(4;63,27,21). Fig. 3(b)
shows that the proposed algorithm performs better than the
BM algorithm by a factor of nearly 10. These results reveal
that the HISS algorithm can correct errors beyond half of
the code’s minimum Hamming distance, demonstrating the
advanced decoding potentials of the shift-sum decoding.

B. AWGN Channel

In this paper, cyclic codes are defined over finite fields of
characteristic two. Hence, each codeword symbol c; can be
represented by its binary form as (¢;0,¢j1,...,¢jp—1) € F5,
where 7 = 0,1,...,n — 1. Assume they are transmitted
over an AWGN channel with two-sided power spectral den-
sity Np/2 using BPSK modulation. The signal-to-noise ratio
(SNR) is defined as Ej /Ny, where Ej, is the transmitted energy
per information bit.

Fig. 4 shows the numerical results on the statistical distri-
bution of the frequency matrix’s entries ¢; ; over the AWGN
channel. It can be seen that as Ej, /Ny increases, the discrep-
ancy between AVi[¢; ;|7] and AVa[¢; ;|7] (or AV3[g; ;|7]
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Fig. 6. Decoding performance of the CHISS and the CSISS algorithms over the AWGN channel.

and AV4[¢; ;|7]) also increases for both the RS and the NB-
BCH codes. This is due to the number of errors is small
when the SNR is high. Although a theoretical plausibility
analysis remains impossible, these empirical results vindicate
the proposed shift-sum based decoding algorithms can correct
errors over the AWGN channel.

Fig. 5(a) shows the decoding performance of the HISS and
the SISS algorithms for the RS code C(16;15,5,11). The ML
decoding upper and lower bounds [38], denoted as MLUB
and MLLB, are shown for comparisons. As I,x increases,
performance of the HISS and the SISS algorithms improve,
outperforming the conventional BM algorithm. When I,x =
10, the HISS algorithm yields a coding gain of 0.9 dB over
the BM algorithm. By utilizing the soft information obtained
from the channel, the SISS algorithm outperforms its hard-
decision counterpart, exhibiting an extra 0.3 dB performance
gain. But it is still 3.1 dB away from MLUB at the FER
of 107%. It can also be observed that the HISS (or SISS)
algorithm can achieve little gain by increasing the iteration
number beyond five. This implies that most of the errors have
been corrected within the first few iterations. Although the
MBBP decoding algorithm [25] with ten iterations performs
better than the proposed algorithms, it exhibits a significantly

higher decoding complexity which requires both floating point
operations and multiple BP decoding trials. Fig. 5(b) shows the
decoding performance of the NB-BCH code C(4;63,27,21).
Again, their performance improve as I, increases. When
Inax = 20, the HISS and the SISS algorithms can yield
0.4 dB and 1.2 dB coding gains over the BM algorithm,
respectively. By comparing Figs. 5(a) and 5(b), it can be seen
that the soft-decision decoding achieves greater coding gains
than its hard-decision counterpart for the NB-BCH code than
for the RS code. Note that the NB-BCH code is defined over
a smaller finite field. This results in the symbol reliability
metric w;, which is a product of the corresponding bit-wise
reliabilities, being more reliable. For this code, the SISS
algorithm performs similarly as the MBBP algorithm, but with
a much lower complexity.

Fig. 6 further provides the decoding performance of the
CHISS and the CSISS algorithms. For the RS code, Fig. 6(a)
shows the CSISS algorithm with n = 2 yields a similar
error-correction capability as the ASD decoding algorithm
with an output list size [ = 8 [8]. By increasing 7 to four,
both of the Chase decoding based algorithms perform the
same and exhibit a coding gain of 2.3 dB over the BM
algorithm. For the NB-BCH code, Fig. 6(b) shows that as
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Fig. 7. Plausibility results of the non-binary codes over the Rayleigh fading channel.
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Fig. 8. Decoding performance over the Rayleigh fading channel.

1 increases, the CHISS and the CSISS algorithms yield a
better decoding performance, outperforming the HISS and the
SISS algorithms as well as the BM algorithm, with significant
coding gains. However, the gap between two Chase decoding
variants becomes smaller, which is similar as the RS code.
That says Chase decoding yields a better utilization of soft
information than the SISS algorithm which only constructs the
frequency matrix ® based on soft information. Furthermore,
considering the SISS and the CSISS algorithms with the same
total iteration number,* the CSISS algorithm with I;,,x = 5 and
1 = 1 outperforms the SISS algorithm with I;,,x = 10 for the
RS code, while the CSISS algorithm with I;;,,x = 5 and n =
2 performs similarly as the SISS algorithm with Ijy,x = 20 for
the NB-BCH code. Note that the CSISS decoding performance
can be further improved by increasing 7 but it does not hold
for the SISS algorithm by increasing I,x. This demonstrates
that the Chase decoding can yield a better trade-off between
the decoding capability and complexity.

C. Rayleigh Fading Channel

The Rayleigh fading channel is memoryless with Doppler
shift. It is a fast fading channel, in which the fading coefficients

4The total iteration number of the CSISS algorithm is defined as Imax - 27.

are Rayleigh distributed with a mean value of 1.25 and
a variance of 0.43. During the simulations, we assumed
coherent detection, i.e., the channel state information and
the power allocation are known by both the transmitter and
receiver. Fig. 7 shows numerical results on the statistical
distribution of the frequency matrix’s entries ¢; ; over the
Rayleigh fading channel. Similar to the AWGN channel,
when Ej, /Ny improves, the discrepancy between AV [¢; ;|7]
and AV;[¢; ;|7] (or AV3s[o; ;|7] and AV4[@; ;|T]) becomes
larger for both the RS and the NB-BCH codes. Therefore,
the proposed shift-sum based decoding algorithms can iter-
atively correct errors to recover the transmitted message.
Fig. 8 shows the decoding performance of the proposed
algorithms over the Rayleigh Fading channel. It shows that
for the RS code, the HISS and the SISS algorithms outper-
form the BM algorithm with a coding gain of 2.5 dB and
3.6 dB, respectively. While for the NB-BCH code, they can
respectively yield a gain of 0.8 dB and 2.8 dB. The Chase
decoding can further improve the performance, yielding at
most 5.8 dB for the RS code and 3.7 dB for the NB-BCH
code over the BM algorithm. Finally, it should be pointed
out that for the RS code, when n = 4, both the Chase
decoding algorithms outperform the ASD decoding algorithm
with [ = 8.
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TABLE I
AVERAGE NUMBER OF ITERATIONS AND COMPLEXITY IN DECODING THE RS CODE C(16; 15, 5,11)
Ey/No (dB) 0 1 2 3 4 5 6 7 8
HISS (3) Iteratior_l 2.96 . 291 . 2.81 . 2.59 . 2.26 . 1.80 . 1.36 . 1.01 . 0.73 .
Complexity |6.25 x 10°|6.14 x 10%{5.93 x 107 |5.48 x 10°|4.77 x 10”|3.81 x 10?|2.87 x 10”|2.14 x 10°|1.55 x 10
HISS (5) Iteratior} 3.88 . 3.73 . 3.47 . 3.03 . 2.49 . 1.88 . 1.38 . 1.01 . 0.73 .
Complexity|8.21 x 10”|7.87 x 10”|7.34 x 10°|6.41 x 10°|5.26 x 10”|3.98 x 10”|2.91 x 10”|2.14 x 10”|1.55 x 10
HISS (10) Iteratior} 3.93 . 3.77 . 3.49 . 3.05 . 2.51 . 1.89 . 1.39 . 1.01 . 0.73 .
Complexity |8.30 x 10°[7.96 x 10?|7.38 x 10”[6.45 x 10”|5.29 x 10°|4.01 x 10°|2.94 x 10°|2.14 x 10°|1.55 x 10
SISS (3) Iteratior} 2.96 r 291 . 2.81 _ 2.60 . 2.28 _ 1.84 . 1.37 _ 1.02 . 0.73 .
Complexity|6.25 x 10°|6.15 x 10°|5.94 x 10°|5.50 x 10°|4.81 x 10°|3.88 x 10°|2.90 x 10°|2.15 x 10°|1.55 x 10°
SISS (5) Iteration 3.83 . 3.69 . 3.46 . 3.04 . 252 . 1.93 . 1.39 . 1.02 . 0.73 .
Complexity [8.08 x 107 |7.78 x 10°|7.30 x 10”|6.41 x 10°|5.32 x 10”|4.07 x 10°|2.94 x 10°|2.16 x 10 |1.55 x 10
SISS (10) Iteratiop 3.87 . 3.73 ) 3.49 . 3.05 ) 2.52 . 1.93 ) 1.39 . 1.02 ) 0.73 .
Complexity|8.18 x 10”|7.88 x 10”|7.37 x 10°|6.45 x 10”|5.33 x 10”|4.07 x 10°|2.94 x 10”|2.16 x 10”|1.55 x 10°
TABLE I
AVERAGE NUMBER OF ITERATIONS AND COMPLEXITY IN DECODING THE NB-BCH CoDE C(4; 63,27, 21)
E, /Ny (dB) 0 1 2 3 4 5 6 7 8
HISS (5) Iteratior.l 4.99 . 4.90 - 4.63 . 3.79 . 2.67 . 1.76 . 1.22 . 0.95 . 0.71 .
Complexity|[1.19 x 10"|1.17 x 10[1.10 x 10"]9.02 x 10”[6.37 x 10”|4.21 x 10”]2.91 x 10”]2.26 x 10”|1.70 x 10
HISS (10) Iteratior} 9.81 , 9.36 ., 8.14 , 5.59 ., 3.09 . 1.83 . 1.22 . 0.95 . 0.71 .
Complexity |2.34 x 10°]2.23 x 10"{1.94 x 10" |1.33 x 10"|7.37 x 10”|4.37 x 10”|2.91 x 10°|2.26 x 10°|1.70 x 10
HISS (20) Iteratior} 18.70 , 17.48 ., 14.59 ., 8.80 . 3.80 . 1.94 . 1.22 . 0.95 . 0.71 .
Complexity|4.46 x 10" |4.16 x 10" |3.47 x 10" |2.10 x 10°|9.05 x 10”|4.63 x 10”|2.91 x 10”|2.26 x 10”|1.70 x 10
SISS (5) Iteration 5.00 ., 491 ., 4.63 ., 3.86 . 2.78 . 1.82 . 1.24 . 0.95 . 0.71 .
Complexity|1.19 x 10°|1.17 x 10"{1.10 x 10" |9.21 x 10”|6.63 x 10”|4.34 x 10”|2.96 x 10°|2.26 x 10°|1.70 x 10
SISS (10) Iteratiop 9.81 , 9.30 ., 7.92 , 5.31 ., 2.98 . 1.84 . 1.24 . 0.95 . 0.71 .
Complexity|2.34 x 10" |2.22 x 10" |1.89 x 10" |1.26 x 10°|7.11 x 10”|4.38 x 10”|2.96 x 10”|2.26 x 10”|1.70 x 10
SISS (20) Iteration 18.50 , 17.10 ., 13.68 . 1.74 ., 3.27 . 1.86 . 1.24 . 0.95 . 0.71 .
Complexity [4.41 x 10 ]4.07 x 10"{3.26 x 10" |1.84 x 10"|7.78 x 10”|4.43 x 10”|2.96 x 10°|2.26 x 10°|1.70 x 10

D. Complexity Analysis

Herein, the decoding complexity of both the HISS and
the SISS algorithms will be analyzed. It is measured by the
amount of finite field multiplications in decoding a code-
word. For each iteration, the essential computation of the
HISS algorithm is the calculation of coefficients wg;, which
requires d multiplications. Note that n coefficients need to
be computed, and L MWDCs and their d* cyclic shifted
codewords are utilized in the decoding. Hence, the decod-
ing requires Ln(d*)? finite field multiplications, resulting in
an asymptotic complexity of O(Ln(d+)?). Considering the
maximum number of iterations I,x is needed, the worst-case
complexity would be O(InaLn(d*)?). The SISS algorithm
utilizes soft information to generate the weight of coefficient
w,(f;, resulting in ¢; ; of Step 8 in Algorithm 1 being a real
value. Meanwhile, the determination of the updated positions
and magnitudes, e.g., Step 12 in Algorithm 1, is different. The
HISS algorithm performs the integer comparison, while the
SISS algorithm performs the real value comparison. However,
in terms of finite field multiplications, the SISS algorithm
exhibits the same decoding complexity as the HISS algorithm.

Table I shows the average number of iterations and com-
plexity in decoding the RS code C(16;15,5,11) over the
AWGN channel. These results were obtained by running
10 000 decoding events for each E,/Ny. It can be seen
that these two algorithms yield a similar convergence on the

average iteration number. As FE} /Ny increases, the average
number decreases, as a valid codeword is more likely to be
produced at an earlier stage. When E,/N, > 8 dB, the
average iteration number is less than one. This is because
some of the received word is already a valid codeword without
incurring the decoding. When FEj /Ny reduces, the average
iteration number still would not reach I, since the algorithms
usually can find a valid but incorrect codeword after the
first few iterations. This also explains the reason why Fig. 5
shows that the decoding performance cannot be improved by
increasing the decoding iterations. Table I also shows the
average decoding complexity of the RS code, demonstrating
the decoding complexity decreases as the Ej,/Nj increases.
For the GS decoding, it can correct seven errors with an inter-
polation multiplicity of eight. Its actual complexity depends
on the interpolation approach. The asymptotic complexity of
Kotter’s interpolation [33] is O(n?1°), where [ is the maximum
output list size. Its empirical average decoding complexity is
9.72 x 10%. When using the basis reduction interpolation [34],
the asymptotic complexity is O(n(n — k)I%). Its empirical
average complexity is 2.37 x 10°. Therefore, the proposed
algorithms yield a lower decoding complexity.

Finally, Table II shows the average number of iterations and
complexity in decoding the NB-BCH code C(4;63,27,21).
Again, it can be observed that the HISS and the SISS algo-
rithms exhibit similar average iteration number and decoding
complexity over the Ej, /Ny region, and these values decrease
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with the increase of FEj,/Ny. Compared with Tables I and II,
we observe that when Ej /Ny is low, the average number of
iterations for decoding the NB-BCH code is much closer to
Inax than for decoding the RS code. This difference is caused
by the difference of their codebook cardinalities. For the RS
code C(16;15,5,11), it has 16° = 1 048 576 codewords, while
the NB-BCH code C(4;63,27,21) has 427 ~ 1.80 x 1016
codewords. Therefore, it would be much easier for the iterative
decoding to find a valid RS codeword than to find a valid NB-
BCH codeword. During this research, we have noticed that
even when the SNR is low, the decoding can still find a valid
but incorrect RS codeword. This is not the case for the NB-
BCH code. Hence, when E}/Nj is low, the NB-BCH code
needs to perform more decoding iterations than the RS code.

VII. CONCLUSION

This paper has proposed the shift-sum operation for decod-
ing non-binary cyclic codes. By multiplying a number of
MWDC:s and their cyclic shifts with the received word polyno-
mial, a frequency matrix can be yielded as a reliability metric
for identifying the error positions and magnitudes. Plausibility
analysis of the shift-sum operation has been provided, which
derives the probability distributions and expectations of the
frequency matrix entries, explaining its advanced decoding
capability. The HISS and the SISS algorithms have been
further proposed to show the performance potentials of the
novel shift-sum decoding method. Moreover, they can be
realized with only polynomial multiplications and numerical
comparisons, which are friendly for practical implementation.
It should be highlighted that the HISS algorithm achieves the
same advanced decoding performance as the GS algorithm,
but yields a lower decoding complexity. To further improve
the error-correction capability, the Chase decoding algorithms
have been proposed, in which the HISS or the SISS algorithm
is utilized to decode the test-vectors, resulting in a significantly
improved decoding performance. They can also outperform the
ASD decoding algorithm. Simulation results on the RS and
the NB-BCH codes have been provided to verify the decod-
ing performance and complexity advantages of the proposed
decoding approaches.
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